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ABSTRACT

One of NASA's objectives is to be able to perforcomplete, pre-flight evaluation of possible cav@iscular changes
in astronauts scheduled for prolonged space missi®lood flow is an important component of cardssaar function.
Computational fluid dynamics (CFD) has shown prangs a flow analysis method. Lately, attentionfbassed on
reconstructing realistic vessel geometries. MRI manvide detailed geometrical information and is ¢mly clinical
technique to measure all three spatial velocity moments. The objective of this study was to ingzdt the reliability
of MRI-based model reconstruction for CFD simulatioAn aortic arch model and a carotid bifurcatioodel were
scanned in a 1.5T Siemens MRI scanner. Axial Migu&itions provided images for geometry reconstomgtusing
different resolution settings (slice thickness & &mm; pixel size 1x1 and 0.5x0.5 R)niThe vessel walls were
specified using ImageJ and the geometry was rewmtstl using Rhinoceros. The geometry was then iitaganto
CFD-GEOM for meshing, before executing the simolatvith CFD-ACE. MRI velocity acquisitions providédie inlet
boundary conditions for steady flowrates betwe&nabid 3.0 L/min, as well as three-directional vi#jodata at several
vessel locations. In addition, an idealized vergibaach geometry was created from the model digavi@ontour and
vector plots of the velocity showed identical featubetween the MRI velocity data, the MRI-base® @&ta, and the
idealized-geometry CFD data, with <10% differenicethe local velocity values. CFD results on re¢nrged models
from different MRI resolution settings did not sheignificant differences (<5%). This study showeguatitatively that
reliable CFD simulations can be performed in modet®nstructed from MRI acquisitions and gives enitk that a
future, subject-specific, computational evaluatidthe cardiovascular system is possible.

1. INTRODUCTION

In February of 2004 the National Aeronautics andcgpAdministration (NASA) released a report erdiffde Vision
for Space Exploration that sets the year 2015tasget date for conducting an extended human etipedo the moon.
This moon mission and other subsequent missionsene as a test platform to develop the technotogventually
conduct human expeditions to Mars and beybi@he of the major challenges that must be oveecprior to this date
and a priority of NASA is to identify and study pilsle risks to astronauts’ health that will be angered during
prolonged space missioh©ne of NASA'’s aims is to develop a procedure thaald allow for the pre-flight
evaluation of potential astronauts’ cardiovascai@tems, in order to determine how each individuedirdiovascular
system will be affected by the stresses encountuedg a prolonged space mission. In order talide to make this
predication, a computational model must be contdrtlbased on each individual's specific anatomy@ngiology in
order to subject the model to the stresses thasonaut would face with out endangering the healthe astronaut.
Currently a method for building such a model ofaéignt specific cardiovascular system does not.exiowever,
several recent studies investigating the role od8lflow in the development and progression ofdisease
atherosclerosis have published various method$iohnmedical images are used to construct compuiatimodels of
either in vitro flow phantoms or in vivo blood vets The flow patterns and various other aspddfseoflow fields are
then predicted through the use of a commercial etatipnal fluid dynamics software package. Irlimith these
studies investigating the role of blood flow inethsclerosis a large number of these studies inmgugtudies by
Steinman et &, Long et al, Botnar et & Zhao et d| and Marshall et Ahave focused almost exclusively on the
carotid artery specifically the area where the camrarotid artery bifurcates into the internal amternal carotid
arteries. Only a very small number of studies Hacased on the other major vessels of the cardmyar system.
Leuprecht et al focused on the ascending 3oktéood et al focused on the descending dbrt@lor et al focused on a



planar U-bend phantom that simulated flow in theab Long et af and Moore et &f focused on the region where
the abdominal aorta bifurcates into the iliac aete(Should include The relationship between wadles stress
distributions and intimal thickening in the humdrdaminal aorta Michael Bonert1,2, Richard L Lea2ld,, Jagdish
Butany4, C Ross Ethier1,2, Jerry G Myers1,2, K Wayohnston2,5 and Matadial Ojha*1,2 BioMedical Begring
OnLine 2003, 2:18). All of the above mentionedigts use a common general method in that the astgolantom of
interest is imaged typically using Magnetic Resagaimaging (MRI) or computer Tomography (CT). Thsulting
images are segmented in some way to yield the geiordata for the vessel of interest. The georoetata obtained is
then used to construct a computational model wisithen meshed and solved using a computationdl dynamics
program. MRI has become the imaging modalityhafice as only this modality can be used to obtaih ithe
geometric information required to construct the patational models as well as the three dimensioslalcity data
required to provide accurate boundary conditiorgstarvalidate the CFD predictions. Studies usimaglical image
based CFD have focused primarily on achieving tatale agreement between CFD predictions and MRI
measurements. Only a small number of recent stud@uding studies by Steinman et ahd Zhao et 4t have been
published recently in which quantitative comparsbave been made between MRI measurements and E8iztidns
with regard to flow in a carotid bifurcation geomyet

The main goal of the present work is to investightereliability of CFD predictions for models ctmgted from MRI
images. An aortic arch and planar carotid flowrgben were imaged under steady flow conditions. Qatational
models were then reconstructed from the imagesalved using a commercial computational fluid dyienpackage.
The results were then compared to MRI velocity meaments both qualitatively and quantitatively rder to
determine the accuracy of the computational modelsddition idealized computational models wesastructed for
both phantoms using only the dimensions suppligtdéananufacturer of the flow phantoms in ordedatermine if the
MRI generated models would be more accurate inigtind flow patterns and localized velocities.

2. METHODOLOGY

2.1 Flow Phantoms

Two flow phantoms (Technical Glass Products Inéngville, OH) were used in the current study ih& 8hown in
Figure 1 was designed based on the dimensionsiafglified aortic arch. A constant inner diameiéone inch was
specified for the entire phantom. (The actual fdd.the manufactured phantom was approximatelyetioree hundredths
of an inch (the units here are inconsistent withuhits used throughout the rest of the paperetbesuld be converted
to Sl) undersized from the specified diameter.hol-planar (20-degree out of plane) arch havingeetquarter inch
radius of curvature connected the ascending antkddig portions of the aortic phantom.

Figure 1: Aortic Flow Phantom (this does not appear totésage of the flow phantom. Instead it looks likeurface mesh or stl
file of the computational model. Additionally isi$ to a 1:1 scale, it appears distorted in my eppy



The carotid bifurcation phantom used in this stisdghown in Figure 2 and was designed based odithensions of a
simplified carotid artery bifurcation. Unlike tla@rtic phantom this phantom is completely planasrientation. The
common carotid portion of the model had a specifi2df five eights of an inch (Same units commesite) with both
the internal and external carotid arteries havisgecified diameter of half of an inch. A threadar inch long bulb
with a three quarter inch ID was also specifiedtifar left branch of the phantom. The brancheb®irternal and
external carotid arteries were set at an anglé@afegjrees to one another. (It should be notedikigathe aortic
phantom the actual IDs were approximately threetamelredths of an inch undersized when comparéuktspecified
dimensions.)

Experunental Setup

Rotameter
1/4 1 I
hp.
Pump 1 e
\(IT Model
Resevor MRI Scanner
Figure2: Carotid Bifurcation Phantom (same comment asithage of the bifurcated Phantom). Figure

3: Experimental Flow Loop

Both phantoms were set in polycarbonate boxesdarao allow for the phantoms to be surrounded htewduring the
imaging process and were connected to the flow iihagtrated in figure 3. A one quarter horse powump (Flotec;
Delavan WI) was used to provide steady flow thraugtthe flow loop. The flow rate was controlledahgh the use of
a valve set distal to the pump in the flow loop ara$ set and monitored using a rotameter (Dakatauments;
Orangeburg, NY) that was placed in-line after talv& in the loop. Flow rates of 1.7 L/min and i (Reynolds
Number = 1600 and 3000 respectively) were usethmaortic flow phantom experiments and flow raite8.9 and
1.7L/min (Reynolds Number 1200 and 2500 respedgfjwekere used in the carotid bifurcation experimentgater was
the working fluid used for both phantoms in botd @FD and MRI experiments.

2.2MRI Imaging

Both the aortic and the carotid phantoms were imaggéng a 1.5 Tesla Siemens Sonata MRI Scannéitéinoboth
geometric data for computational model reconstomcéis well as velocity data for use as boundargitions for the
computational model and as validation for the cotafional model. Gradient Echo acquisitions weseduto obtain
both the geometric and the velocity data.

2.2.1 Geometric Image Acquisition

The acquisition of images to construct the comjpatal model of the aortic flow phantom was splibitwo parts. The
first part involved acquiring the images for theexrsding and descending portions of the model amde¢lcond part
involved obtaining the images that would be usedttmnstruct the arch. The information for theeasling and
descending portions of the model was acquired tiir@useries of transverse slices. It was fountdahatal of twenty
5mm thick transverse slices was needed to accunaetoduce the geometry of the ascending and ddsweportions



of the phantom. In order to reproduce the archiqnoof the aortic phantom a series of transveldigjoe and sagital
oblique slices was obtained by placing a transvslise at the top of the base of the arch in bl¢hascending and
descending vessel and obtaining a 3mm thick slieeyetime this slice was rotated 5 degrees abaenéral point. A
total of thirty five of these 3mm thick obliquedis were required to reconstruct the arch. Thengéic images for the
aortic flow phantom were obtained using two différease resolutions (256x256 and 512x512) for éimeesfield of
view 256x256mm. This translated into a resolutddmmx1lmm pixels for the 256x256 base resolutioth a
0.5mmx0.5mm pixels for the 512x512. After procegghe two different sets of images it was fourat the higher
resolution was not necessary for either of thesdatsoand this set was not used in the reconstrucfithe aortic
computational model (is it necessary to say thigam this be said in the results discussion se®}io

The geometric image acquisition for the bifurcativadel was not as complicated because of the ptamdithe model.
It was found that a total of twenty four 5mm thicansverse slices and one 3mm thick coronal sli@g sufficient to
accurately reproduce the geometry of the bifurcefiow phantom (how was it determined that 24 slieere
sufficient?). The base resolution for these sligas set at 256x256 with a field of view of 256mm56mm.

2.2.2 MRI Velocity Image Acquisition

Velocity data for both phantoms was obtained ustieady flow conditions for a high and a low floweraln the case of
the aortic phantom a total of nine velocity phasgswere acquired using gradient echo acquisitidie location of
the velocity phase maps can be seen in figuren&addition to the locations illustrated in figuredocity phase maps
were also obtained at the inlet for the inlet bamgccondition, and at the centerline for both teeemding and
descending portions of the phantom. The resolufdhese images was 256x256mm and a slice thiskoie3mm was
used. Three images were obtained for each ohtlee tvelocity dimensions. The TR and TE valueswget so that the
shortest TR and TE were used for each acquisifidre shortest TR and TE varied depending on thectiim of the
phase encoding. The Venc number was set at 3dormedl acquisitions.

Figure 4: Velocity Measurement Locations Figure5: Velocity Measurement Locations
Aortic Flow Phantom Carotid Bifurimat Phantom

IF these planes are the same as used in the resatisn to illustrate the velocity profiles, | g@gt that they annotated
in some way to illustrate the postions. This gila long way toward clarity of the velocity prefilocations.
Otherwise it is confusing.

A total of twelve velocity-phase maps acquired gsime same imaging protocol outlined for the adttiow phantom
were acquired for the carotid bifurcation phantohie location of the phase maps can be seen irefigu In addition a
velocity phase map was acquired at the inlet artldeatenterline of the flow phantom. As mentiotieglimaging



protocol was the same as that outlined earlieothy difference was a Venc number of 60 cm/s wasliis conjunction
with the 1.7L/min flow rate.

2.3 Geometric Image Processing and M odel Reconstruction
2.3.1 Geometric Image Processing

All of the images containing the geometric datarfiooth phantoms were processed using the freewagegm ImageJ
(National Institute of Health (NIH)) in conjunctiomith the plug-in entitled Spline Snake (Matthewasab, University
of lllinois at Urbana Champaigh) The plug in spline snake uses a snake algotitheegment the lumen boundary
within the image. The Spline Snake program rettiisand “Y” point data with the “Z” coordinate beg§ encoded in
the position of the slice relative to the othecesi.

2.3.2 Model Reconstruction

The X, Y, and Z coordinates generated using thg pliSpline Snake were imported on an slice byedtiasis into the
3D modeling software program Rhinoceros (Robert ElelNand Associates; Seattle WA). A closed curas fit to the
imported points, and a smoothing algorithm was iapb the resulting curve. In the case of thei@aflow phantom
once all of the curves obtained from the transvargkoblique slices were complete a surface wasddhrough the
curves and a second smoothing algorithm was apfischooth the surface. In the case of the cabitiotcation flow
phantom, a similar method was used with the addiio interpolated curves to connect the pareninfoon carotid)
vessel to the daughter vessel. Once the surtddbe vessels were completed, the surfaces wererted to the
commercial Computational Fluid Dynamics preproce§€¥D GEOM (CFDRC; Huntsville AL). The accuracytbé
resulting computational models will be further dissed in the Results section.

The idealized models of the flow phantoms were tanted solely in CFD GEOM using only the dimensisupplied
to the manufacturer for the phantoms. As onlydimeensions were used no smoothing algorithms ariapgeatment
was needed for these models.

All models were meshed in CFD GEOM using an unstimed tetrahedral mesh. The unstructured tetrahewzsh was
applied in a two step process. In the first step,meshing algorithm created an isotropic surfdaagulation on
trimmed NURBS surface. In the second step, theritlgn used a hybrid Delaunay/Advancing-Front téghe to
generate a tetrahedral grid within the mdd@everal meshes of different finenesses were gexefar each phantom
in order to test the computational models for giéghendency and to allow for the comparison of theets generated
from MRI data to the idealized models generated énaim dimensions. For the aortic computationabelggenerated
from MRI data grids containing 121,154 cells, 3@3%,2¢lls and 1,419,491 cells were generated. drcdise of the
idealized model a single grid containing 322,23Bsagas generated. For the MRI base carotid biftion
computational model grids containing 121,819 c@is3,855 cells, 469,890cells and 1,474,209 celle\generated.
Only a single grid was generated for the idealirediel containing 322,233 cells.

2.3.3 Velocity Phase Map Processing

The velocity phase maps acquired during the imageisition step were processed using the softwackgye
Transform (Research Systems; Boulder CO). Theepimdisrmation contained within the phase images ewawerted
to velocity using equation (1)

Velocity (cm/s) = (Phase Value — 2047)*VENC/2047 (Eq. 1)

Each new image generated from velocity data hdutprocessed by hand in which all of the valuesideatof the flow
field were set to zero in order to obtain the vigloffow field of interest. The velocity informatn obtained in this
processing step was used to set the inlet bourmbangition for both computational models as welt@aprovide the

information necessary to validate the computatiomadlels in terms of the MRl measurements.

2.4 Computational Fluid Dynamics Simulations



The Continuity and Navier Stokes equations wereesblising the commercial CFD program CFD ACE (CFDRC
Huntsville AL) using the finite element method. €Timlet boundary condition for both models was woiatd directly
from an MRI phase map located at the inlet of tlogleh it was assumed that the inlet velocity. Thage map was
processed as described above and the velocityniattion for the inlet was converted into an arrag Bnported as raw
data into the CFD ACE solver. The data once inggbrtas then fit to the inlet face and the individu@undary cells of
the computational model using a linear interpotattgorithm. The inlet array for the aortic modehtained 451 data
points for both the 1.7L/min and 3.0L/min flow rateThe inlet array for the bifurcation model canéa 145 data
points for both the 1.7L/min and 0.9 L/min floweat The same flow rates used for the MRI basedetaadere used
on the idealized model. The operating conditiomsenthe same for both models. Water was set asdaheng fluid
(density = 997 kg/rh viscosity = 0.00855 kg/ms). The reference pressias set to atmospheric (100000 R/nThe
outlet boundary conditions were set at a consterggure equal to the reference or atmosphericypess

3. RESULTS

3.1 Geometric Accuracy

The geometric accuracy of the computational modefstructed from MRI images was determined by caimgahe
apparent diameters obtained from cross sectiorpakasf the reconstructed model in Rhinoceros tapiparent
diameters (How is apparent diameter defined?) nbtafrom areas measured using ImageJ. The rasdigimeters
were then compared with actual measurements takenewossible in the straight sections of the nseod€&he apparent
diameters of the reconstructed models agreed hétlapparent diameters measured from MRI imagesthinvd.5mm
(what is the percentage difference relative toattteal diameter of the flow phantom, not the desigmeter?)for all
measurements in both models. Agreement betwegphiysical measurements of the glass models and the
computational models also agreed to within 1/3aroinch (mixed units). Does the previous discussiddress the
accuracy of the entire construction or should wedrecerned with the cross-sectional aspect rdteocéentroid of each
cross-section and the resultant model centerlireerasans of looking at the accuracy of the axiaktwiction?

3.2 Accuracy of Velocity Predictions

The accuracy of the computational models for bdihinpoms was evaluated qualitatively by comparirgflibw patterns
observed in the MRI measurements to the flow padtgenerated in by the CFD models. Specificakybctor plots of
the in-plane velocity components correspondindn&locations of velocity data acquisitions as sadigures 4 and 5
were compared to the corresponding MRI generatetbrelots, the results are presented in the fahgwigures.
(Figures 6, 7&8 refer to the aortic phantom. Figut®, 11, &11 refer to the bifurcation phantom)
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(a) (b) (©
Figure 6: In-plane Velocity Vector Plots taken at 45 degreethe left of the center of the arch (Flow Ratg.6L/min) (a) =MRI
generated Vector Plot (b) =CFD generated Vector (@)o=ldealized Geometry generated Vector Plot dfy vector plot, a
reference vector should be provided so that theereean see the relative velocity magnitudes, rmtiging one can give flase
impressions regarding the strength of these secpfiidav patterns.
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Figure7: In-plane Velocity Vector Plots taken at the cemtethe arch (Flow Rate = 3.0L/min) (a) =MRI generh/ector Plot (b)
=CFD generated Vector Plot (c) =ldealized Geomgényerated Vector Plot
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Figure 8: In-plane Velocity Vector Plots taken at the cererbf the descending vessel of the aortic flownpbia (Flow Rate =
3.0L/min) (a) =MRI generated Vector Plot (b) =CFéngrated Vector Plot The scales of these twodigdo not look the same, can
we correct?

The above figures show good qualitative agreeméetrwvihe flow patterns predicted by both the MRlegated
computational model and the idealized geometry adgatfpnal model are compared to MRI measurementthéaortic
flow phantom. The flow patterns seen in a sli¢etaat 45 degrees to the left of the center ofitbdel (these cutting
planes should really be specified on one to theadhmodels so that the reader can visually seeevizeu are
describing. (figure 9) show that both computatianadels predict that the in-plane velocity vectoil be strongest
along the outside wall with the top half of the tags moving in a counter clockwise direction anel lfottom half of the
vectors moving in a clockwise direction indicativieswirling flow which is confirmed by the vectolop generated from
MRI data. (This secondary flow formation is knowaagdean cell and is made up of two counter rotatorjcies. It
results from the fact that the curved path of the/f You might want to look into calculating thee@n number as a
reference value. Note that one of the vortices beagtronger than the other due to non-circulassection or
compound vessel curvature. In the slice takeheatenter of the top (figure 10) of the arch samdgreement is seen
with all models showing a predominant left to rifjoiv with a small vortex seen in the bottom rigfaind portion of the
slice. Similar agreement between the two computatimodels and the MRI measured velocity patteyagso seen in
a slice taken along the centerline of the descenplantion of the aortic flow phantom (figure 9 tidealized geometry is
not shown due to spatial constraints) in both traputational model and the MRI generated vectaisazone of low
flow is seen just after the arch as the descerulimgion of the aortic flow phantom curves towarkde keft.
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Figure 9: In-plane Velocity Vector Plots taken in the bulbtioé left branch of the carotid bifurcation phant@ftow Rate =
1.7L/min) (a) =MRI generated Vector Plot (b) =CFéngrated Vector Plot (c) =Idealized Geometry gandr&ector Plot The
differences in scales make the comparison diffibale.
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Figure 10: In-plane Velocity Vector Plots taken in the righébch of the carotid bifurcation phantom approxeha? Omm from the
inlet (Flow Rate = 1.7L/min) (a)=MRI generated \MacPlot (b)=CFD generated Vector Plot (c)=ldealideometry generated
Vector Plot
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Figure 11: In-plane Velocity Vector Plots taken from a plaskce located at the center of the phantom (FloveRal.7L/min) (a)
=MRI generated Vector Plot (b) =CFD generated VieBlot A good comparison cannot be made with #rging scales of these
tow figures.

Good qualitative agreement was also seen in treafahe carotid bifurcation phantom. In a sliagken within the bulb
of the bifurcation model (figure 10) both the ideatl and MRI generated computational models preédattvortices
will form towards the left side of the bulb withr@bg flow patterns seen along the outer wall ofrttealel with flow
along the top half moving in a counter clockwiseediion and flow along the bottom half moving inlack wise
direction. Similar flow patterns are seen as \wethe right branch of the carotid bifurcation eptthe directions are
reversed. Now the vortices are located to thet sgle of the vessel with the outer flow patterres/ng in a clockwise
direction for the top half of the vessel and imarmterclockwise direction in the bottom half of thedel. Good
qualitative agreement was also seen in a slicentalang the centerline of the bifurcation phantopogtion of which is
seen in figure 11 (Idealized geometry not showit)e computational model predicts that areas of kgjbcity will be
localized along the inner walls of the bifurcatimodel after the parent vessel splits into the taogtter vessels with
lower velocity values concentrated along the owi@lis of the bifurcation after the split. Thesesetvations are
consistent with the velocity patterns generatethftbe actual MRI data.

Quantitative agreement was evaluated by takinggninade velocity profile every 10mm along the celirte of both
the aortic and bifurcation models. (Selected teduol the aortic model are shown in figure 12, aakbcted results for
the bifurcation model are shown in figure 13. Nibie idealized geometry results are not shownhersake of clarity.)
In order to match the CFD data set the CFD velogdye was interpolated from surrounding data poifihe MRI
velocity data was calculated by taking the avexgle point of interest and the surrounding efints. (This a
comparison of spatial averaging at discrete locations over a defined area (MRI) to an interpolated point value
(CFD) is questionable and could skew your results. This should be considered.) In the case of the aortic model
it was necessary to include velocity profiles tak®m the slices used to generate the flow patteta due to the non-
planarity of the model. This data was used to tjtsively evaluate the flow in the arch of the nsbdQualitatively, the
flow profiles predicted by the computational modsksre very similar in shape to the flow profilesigeated from MRI
data. Both the ideal and the MRI generated contipuil models correctly predicted that in the aopthantom the flow
profiles in the ascending vessel would show higledocities along the left hand wall of the modeti amuld flatten out
as the profiles approached the arch. Both modstscmrrectly predicted that in the arch at 45 degrto the left of
center the flow profiles would flatten out befor@wing that higher velocities would be concentratkuhg the outer
wall as flow proceeded through the arch and inéodascending portion of the aortic phantom. &ltiurcation
phantom the computational models were also suadasgbredicted the shape of the centerline vejopibfiles. Both



the idealized and the MRI generated model corrguitglicted that the flow would become almost paliatio the
parent vessel before taking on an “M” shaped vejqmiofile in the portion right before the paremtsgel splits into the
two daughter vessels. Both models (phantom andTEI30 correctly predicted that after the splt welocity profiles
would be skewed with higher velocities occurringmthe inside wall of each of the branch vesseh tfie amount of
skew decreasing as the flow approached the odtteeanodel since they are both correctly predgctinis feature, we
should reference something that points that feaiute

While it is unwieldy to conduct a point by pointaduation to see how each predicted velocity datatpcompares to
the measured value for the entire model it is measonable to do so for the predicted values fmsatie centerline
velocity profiles. In the case of the aortic flmlvantom, the predicted velocity values differedrfrine measured values
by on average 0.72 cm/s for the MRI generated coatipmal model and 0.66 for the Idealized geometmypputational
model. The closest agreement both qualitativecarahtitative was seen in the ascending portioh@ftodel where
the velocity values differed on average by 0.43scfof the MRI generated geometry and 0.32 for dealized
geometry. The models showed the least amountrekagent in regions of complex flow. In the cas¢éhefMRI
generated model the location of least agreemeniroat at the center of the arch where the velatitya points differed
on average by 1.6 cm/s. However, the velocityifgatosely resembles the profile generated fromMRI data except
that the velocity values are larger in the predict®del then the values measured via MRI. In #g=©f the idealized
geometry the poorest agreement occurred at a docdf degrees to the right of the center of thl argere the velocity
data points differed on average by 1.4 cm/s.

Similar results were also obtained in the caséetifurcation flow phantom. The predicted veliestin this case
differed from the MRI measured velocities by 0.9 in the case of the MRI generated computatiomadel and 0.95
cm/s in the case of the idealized computationaleho®nce again the closest agreement was obtaire@as of simple
flow patterns namely in the parent vessel whergthdicted values differed by 0.30 cm/s on avefagéhe MRI
generated model and 0.7 cm/s in the case of tladizéd geometry. The areas of least agreement agaiesponded to
areas of complex flow patterns. In both the MRigrated model and CFD generated model the ardaastf
agreement occurred at 70 mm from the inlet in ifpet branch where on average the predicted vedsciiffered from
the measured velocities by 2.0 cm/s on averagetimthe idealized and MRI generated models.



Figure 12: Centerline Velocity Profiles Aortic Flow Phantollithout a scale or other means of specifying liocet of these
positions, it is difficult to visualize the flow.
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Figure 13: Centerline Velocity Profiles for Carotid Bifuréat Flow Phantom
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4: DISCUSSION

The presented results indicate that computatiomalets can accurately predict or reproduce the flatterns and
velocity distributions seen an ideal model bothlgatively and quantitatively. In the above epents the
computational models were constructed using twdods. In the first method the models were recanttd from X,

Y and Z data gathered from MRI images taken for phepose. The second method relied solely on dgwas given
to the manufacturer prior to the construction @ thodels. In both phantoms the flow fields wereuaately predicted
by models constructed using the MRI based metfAda models used in this experiment are oversinaplifi
reproductions of the in-vivo situation and as swele easy to reconstruct using a few dimensioimsthe case where
actual blood vessels are to be model it has bemnrsby several previous studies that MRI generatedels can
accurately reproduce the flow fields seen in tlmwblvessel qualitatively and this would be the gmefd method to use
in further work and in in-vivo situations. The bagpt difficulty that arises in using this methodhs time required and
the number of images required to accurately recocish specific geometry. In this study, fifty-divmages were
required to reconstruct the aortic phantom. Thypusdtion time for obtaining these images undernid®nditions took
longer than one hour to complete an in-vivo tharadrta including the sub-clavian and common cdratieries would
require a good deal more images in order to inaatedahe highest degree of detail into the mod@lassible in order to
obtain the most accurate predictions or simulat{omsy require multi-modal imaging?). This would/ddo be
accomplished while accounting for the synchronaratf image acquisition with the heart beat thugirsgl more time as
well as having to deal with patient motion resgtirom having to lie in a scanner for an extendedqual of time.

The velocity magnitude was used in the effort tarify the agreement between the computational feade MRI
measurements as this method would eliminate the tteaccount for the angle of the flow seen inNtiRl
measurements in the comparison. One of the diffésuarising when trying to compare the individaamponents of
velocity measured in MRI to those predicted by G&hat the components are not generated usinggtine coordinate
system. When velocity is measured in the MRI dreddlice in which the measurement is taken is anitjie velocity
coordinates are encoded in directions that arehlgted to correspond with the angle of the sliée. a result the
velocity components obtained from the MRI measur@meust be corrected for the angle at which thieyeacoded in
order to align the velocity components with thebglbcoordinate system used by the CFD programudiyg the
magnitude velocity in which all three components accounted for but the direction of the vectoigr®red eliminates
the need to account for the angle at which the M#Rbcity vectors were encoded. It should be ndtad this was done
for both models considering only the main velociynponent with similar results, good qualitativeesgnent was seen
for both models however quantitatively this methaak slightly less accurate in that the averagewffce between the
measured velocity data points and the predictegegalvas slightly higher when velocity componenéscarmpared for
both models

In both models, it was noted that as flow appredde outlets the predicted velocities from thelel® tended to be
higher than the velocities actually measured (thgy be an effect of the post processing as wedlpsevious
discussion). In the simulations, the outlet pressvas set to atmospheric pressure; however thasena way to
determine the actual pressure at the outlet. dossible that the pressure at the outlet may haee slightly greater
than atmospheric pressure and thus causing the ftavevalues.

5: CONCLUSIONS

Computational Fluid Dynamics can be used to acelyaodel flow patterns in a real world situatiastho qualitatively
and quantitatively. The above work representdithestep in a series of steps that will contihwuatroduce variables
into the models and validate the results of thesdais as the variables are included for accurabgre complex
models are required in order to determine if thevaldetailed method can be used to accurately nibdoet! flow in an
in-vivo situation. However the above methodslfoth imaging and modeling must will need to be rfiediin order
account for more complex flow situations. In camgtion with this work additional work must be daneorder to
determine which variables and quantities need tmbmeitored and measured in order to tailor a methatican be used
as a prognostic tool for use on potential astranaut
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